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332 L. KOVAC

I. Introduction

The growth of science, ever accelerating, is both imposing and appall-
ing. The meaning and goals of research are changing, and integration of
knowledge is becoming more and more difficult. Overspecialization is
maiming the intellectual ambitions of scientists.

It would appear that somewhere at the periphery of this rush, outside
great research centers, better conditions for calm contemplation and for
escape from conformity may exist. However, this is dubious. At such
remote monasteries, all invention must often be invested in solving tech-
nical problems which elsewhere would be trivial or nonexistent. Sources
of information are mostly restricted, and both competition of ideas and
the necessary feedback between theory and experiment are lacking. The
risk of superficial thinking and of simplification is overwhelming.

With such a risk in mind this essay has been conceived, but also in the
hope that it may resound a major theme that has been implicit in the
polyphony of articles presented in these two volumes.

Bioenergetics arose as part of biochemistry. Chemical thinking, based
on the classical dictum that "substances do not react until dissolved,"
gave bioenergetics its initial impulses-in the chemical theory of oxida-
tive phosphorylation, as well as in the diversity of methods. Phenomeno-
logical equilibrium thermodynamics long served as an elegant theoretical
framework for bioenergetics.

The establishment of the chemiosmotic paradigm has been linked with
the appreciation of the limits of classica\ chemical thinking and of the
need for physical notions and theories. Although physical methods are
rapidly permeating bioenergetics, physical thought is generally lagging
behind. It is symptomatic that it is, again, the inextinguishable imagina-
tion of Peter Mitchell (1981, 1985b) which opens new horizons for the
"physicalization" of bioenergetics. As a consequence, thermodynamics,
in the meantime enlarged to a description of nonequilibrium phenomena,
may become more and more complemented by statistical mechanics.

Genetic approaches were introduced into bioenergetics relatively late.
The possibilities offered by mutants have not yet been fully exploited. On
the other hand, the rapid application of techniques of gene cloning and
DNA sequencing represents a major breakthrough in bioenergetics, so
that it would not be exaggerating to say that in the years to come genetics
will dominate bioenergetics.

However, as aptly stated by Harold (1982), "to find the secret of life we
shall have to marry the study of macromolecules and genes with that of
the vectorial flux of ions, molecules and chemical groups in the field of
force." This brings us back to physics and allows us to extrapolatc thc
interdisciplinary path of bioenergetics (Fig. l).
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Frc. l. Bioenergetics is interdisciplinary. Its center of gravity moves from chemistry,
through genetics, to physics. (Vacancies remain in humanistic and social sciences.)

If we inquire after the meaning of all this research, we get to humanity,
society, and their problems. It is therefore feasible that the last extension
of bioenergetics will be to humanistic and social sciences.

II. Proteins Are Molecular Engines

A. THr Scopr, or BIoeNr,ncETIcs

Bioenergetics was originally defined as "the study of energy transfor-
mations in living organisms" (Lehninger, 1965). The first textbook of
bioenergetics (Lehninger, 1965) dealt with the energetic aspects of all
biochemical processes, including replication of DNA, protein synthesis,
and muscle contraction. Since then it has become customary to restrict
bioenergetics to studies of energy transformation in biomembranes. This
has been a useful restriction which has accelerated the general acceptance
of the chemiosmotic paradigm.

The time may be ripe for a new transitory period in which emphasis is
placed on the energetics of the protein molecule' The basic tenet of the
chemiosmotic reasoning refers, not to membranes, but to the intrinsically
vectorial nature of chemical transformations taking place on the enzyme
molecule (Mitchel l ,  1976).

In Mitchell's words (1981), "catalytic connective and transformative
ligand-conducting protein molecules or complexes of vectorial metabo-
l ism-cnzymes, catalyt ic carr iers,  porters, and osmoenzymes-"can be
trcatcd as "miniaturc machincs or cngincs."
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334 L. KOVAE

B. WHar Is nN ENctNB?

The main theme underlying this essay is the idea that many proteins,

and perhaps a majority of them, are molecular engines. Treating proteins

as engines may provide a refreshing view of well-known facts, disclose a

unity underlying apparently disparate phenomena, and stimulate a search

for new theories and new experimental approaches. Although theories,
and not definitions, are important in science (Popper, 1982), it is useful to

indicate what is generally meant by the terms machines and engines.
Machines (e.g., levers) are devices with mechanically constrained

parts, predetermined to give some effects by restricting motion along one

or several selected degrees of freedom. Engines are machines working

cyclically, conducting and transforming energy between sources and

sinks of potential along one or several mechanically predetermined paths.

It is immediately apparent that a purely thermodynamic description is

not sufficient to understand the work of an engine. In an internal combus-

tion engine, the chemical process of burning is dependent on such macro-

scopic parameters as temperature and pressure, which represent an aver-

aging over an enormous number of microscopic degrees of freedom of

molecules and atoms. The chemical process is an appropriate subject for

thermodynamic analysis. In the engine, the burning is spatially controlled

and guided to do work by mechanical parts of the engine, cylinders,
pistons, valves. These parts also consist of molecules and atoms charac-

terized by an enormous number of degrees of freedom, but the parts

themselves have only a few mechanical degrees of freedom. It is the latter

that are relevant for the performance of the engine.
The fact that a large system has only a few degrees of freedom means

that only a few regions in its entire phase space are accessible and that the

system can be found in relatively few possible microstates (Blumenfeld,

1977). This is not because the inaccessible regions ofthe phase space have

very large free energies, but because they are Separated from the accessi-

ble regions kinetically by very high barriers. These barriers correspond to

the mechanical constraints present in the construction of the engine' The

engine would spread over its entire phase space only if disintegrated

completely into atoms and molecules. Were it not for corrosion, a process

which itself has a large activation energy and is relatively slow, an auto-

mobile, left immobile, would need centuries to disintegrate into its parts

and still much more time to disintegrate into molecules. Only then will the

system achieve a complete thermodynamic equilibrium with its environ-

ment. Thus, although the constituent parts of an engine are in thermal

equilibrium with the environment, having the same tentperature' the en-
gine as a whole is not, because of the kinetic barriers antl long rclaxation

t imes imposed on thc enginc hy i ts dcsign'
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C. Mor-Bculen ENcrNes

A crucial question is whether and how far principles valid for macro-
scopic machines can be applied to devices consisting of one or a few
molecules. The question has been discussed by a number of scientists
(Chernavski et al., 1967; McClare, l97l; Gray, 1975:' Blumenfeld, 1977;
Cooper, 1984). According to Gray (1975), biological molecular machines
should differ substantially from macroscopic machines. If a machine-
for instance a cylinder with a piston-is to work efficiently, it should
perform work reversibly. To achieve this, this position of the piston must
be measured accurately in order to apply the appropriate external force
against which the work is being done. Quantum theory and information
theory require that a minimum amount of energy is expended in ascertain-
ing the position. This energy is negligible for macroscopic systems, but its
relative value is so large for microscopic systems that, according to Gray,
molecular machines cannot operate reversibly; they can operate cycli-
cally and repeatedly in one direction only. This concept was used in an
analysis of muscle contraction, but it is not clear how it could be applied
to other systems, for instance to the reversible operation of ATP-driven
ion pumps. Perhaps the actual work done by molecular engines needs no
continual measurement of distance and force, as the optimization of per-
formance has been established by natural selection and the energy neces-
sary for recognition and measurement has been "paid for" in the course
of evolution. However, systems assigned to perform continual measure-
ment, such as receptors and associated proteins, seem indeed to work
under conditions out of equilibrium and continually expend free energy
(Kovrid, 1986).

Blumenfeld (1977) sees no principal differences between conventional
and molecular machines. Any machine exhibits a particular degree of
freedom which, when excited by an input of energy, exchanges its energy
with other degrees of freedom very slowly; in other words, its rate of
relaxation is low. In a cylinder with a piston, the motion of the piston
lifting a weight is the selected degree of freedom, excited by the expand-
ing gas. In a cell, the selected degree of freedom which relaxes slowly is
the chemical synthesis of ATP from ADP and P1. In an enzyme molecule,
a specific conformational change ensuing from the catalyzed chemical
reaction is, according to Blumenfeld, the slowly relaxing step. It is impor-
tant that the processes run slowly enough so that, at any moment, equilib-
rium distribution of energy over all the other degrees of freedom takes
place.

Thc best insight into differences between macroscopic and molecular
machincs can bc gainccl  i l 'onc procccds, in imaginat ion, f rom a famil iar
macroscopic nr irchinc t lown lo i ts snr ir l lcst  nr ini i r lurc.  An internal combus-
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tion engine, scaled down to the size of a protein molecule and operating
by burning one gasoline molecule at a time, would not work. In the
macroscopic version, fluctuations of molecules of the cylinder or the
piston, which are in thermal equilibrium with the surroundings, would not
affect the working cycle of the engine. In the molecular version, however,
random fluctuations would probably entirely prevent the "purposeful"
operation. Accordingly, any analysis of mechanical devices of molecular
dimensions should pay prime attention to thermodynamic fluctuations,
both of the device and of its surroundings. This also holds for protein
molecules if they are molecular engines.

D. [Nrn,nNal FlucruertoNs IN PnorBINs

Protein molecules are dynamic structures; the atoms and groups that
make up a protein molecule are in a state of perpetual motion fueled by
thermal excitations. The static crystallographic image of the protein mole-
cule is only a first approximation to describing the actual physical state of
the molecule (Schulz and Schirmer,1979; Karplus and McCammon, l98l;
Wagner, 1983; Cooper, 1984).

In contrast to the structural dynamics of other polymers, the dynamics
of proteins combine structural flexibility with structural precision and
stability. A protein, for example an enzyme, must have a large internal
mobility to fit in structurally with both its substrate and its product, which
can differ substantially in their space structure. At the same time, it must
also have a structural rigidity sufficient to force the substrate to follow the
preprogrammed path. Also, proteins must exhibit a high resistance to
irrelevant effects of their environment. This is one of the reasons why the
properties and kinetic parameters of purified enzymes are not much dif-
ferent from those found in a crude homogenate or in situ. A good example
is bacterial and mitochondrial F1-ATPases, which when isolated, were
found to exhibit kinetic characteristics similar to those seen when present
in membrane-bound form (Wise et al., 1984; Penefsky, 1985).

Energetic factors are apparently decisive in determining the stable con-
formation of a native protein (Anfinsen and Scheraga, 1975), but kinetic
factors are equally important. The difference in free energy between na-
tive and denatured proteins at physiological temperatures is only about
500 J per amino acid residue, which is five times less than the energy of
thermal motion. The very existence of a stable native structure thus ap-
pears paradoxical. It is, however, accounted for by the fact that a protein
is a cooperative system, and its elements can change their statcs tlnly in a
col lect ive manner (Gd and Taketomi,  l97t l :  Pr ivalov, l9t l2). ' fh is is alstr
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the reason why denaturation of proteins is a first-order phase transition,
the single case of an intramolecular first-order transition in nature (Ptit-
syn, 1984).

The possibility that other conformational states of proteins may also be
separated by high kinetic barriers has not been rigorously disproved
(Hantgan et al.,1974). This implies that the most frequent states need not
necessarily be states with the lowest possible energy. The multidimen-
sional hypersurface of the conformational space may have a number of
local minima in conformational energy (Anfinsen and Scheraga, 1975;
Scheraga, 1984; Mutter, 1985), and the protein may reside in one of them
as a result of a stepwise construction process. This does not mean that the
secondary and tertiary structures of proteins are not determined by their
amino acid sequences and thus dictated by structural genes. The genetic
program, however, carries implicit working instructions for the construc-
tion of a protein and is, thus, a one-dimensional layout of the/orur-dimen-
sional structure of the protein.

This also means that the internal fluctuations in the protein molecule
are also partly "prescribed" by the gene. The extent of the displacement
of various atoms under thermal excitation of the molecule depends on the
nature and steepness of local gradients of potential energy. ln the highly
inhomogeneous protein molecule the distribution of such local potentials
should also be highly inhomogeneous, so that fluctuations need not be
spatially random. Relaxation times of such fluctuations must be widely
disparate (Shaytan and Rubin, 1982). The faster and relatively short fluc-
tuations belong to the side chains. They form a liquidlike layer around the
core and have the role of a damping medium. Over these fluctuations,
additional larger conformational fluctuations occur within the "conforma-
tional potentials" which are determined by the elastic properties of spe-
cific parts of the protein chain. Again, these "conformational potentials"
are distributed inhomogeneously within the molecule so that the fluctua-
tions are energetically biased (Fig. 2).

It is now firmly established that protein monomers consist of relatively
independent units made of 100-200 amino acid residues, the domains
(Schulz and Schirmer, 1979). Each domain is an independent cooperative
system (Privalov, 1985). There is good evidence that interdomain interac-
tions are weaker than intradomain ones (Wetlaufer, 1973; Rossmann and
Liljas, 1974). ln machine terminology, the domains can be equated to
modules from which a functional machine is assembled (Schulz and Schir-
mer, 1979). As in macroscopic machines, similar modules carrying a sin-
gle charactcristic arc present in different proteins having different func-
t ions. I ;or instancc. i r  donrain which binds adenine is present in a number
o f  dchydr t lgcn i rscs  l r t t r l  k in l rscs  (Rossnrann : rnd  L i l ias .  1974;  Walker  e t  u l . ,
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Frc. 2. Fluctuations in a protein molecule. Small, fast fluctuations of atoms and chemical
groups are superimposed over larger conformational fluctuations within "conformational

potentials" exhibiting longer relaxation times.

1982). Sequence homologies point to a common evolutionary origin for
this domain in all of these enzymes.

To avoid confusion it should be added that, in protein chemistry, the
term "module" has also been used in a different sense. It defines a com-
pact structural unit as the least extended conformation in a globular pro-

tein (G6, 1983). The lengths of modules are in the range of 20-40 residues,
so that a domain can consist of several modules. In contrast to domains, a
module has apparently no rigid specific conformation and, in a native
protein, may be stabilized only by interactions with other modules. Yet,
the modules may have an important role in protein folding and, as will be
shown later, modules, rather than domains, may have been ancient units
of protein evolution.

E. Lrcnxos As INPUTS

The most prominent characteristic of the majority of proteins is the
capacity to recognize and bind specific ligands and to respond to them by
a specific conformational change (Citri, 1973; Weber, 1975).It should be
stressed that this recognition is accomplished against a background of
enormous environmental noise. To achieve such exquisite specificity, the
ligand must be attached at multiple points. At each point it is "checked"

by a corresponding conformational adjustment of the protein. It may be
this feature that directs the conformational transitions of proteins to pro-

ceed along one or a few selected degrees of freedom. This does not mean
that the ligand "instructs" the protein how to proceed; the design of the
machine and the working instructions are specified by the structural gcnc.
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One cannot exclude the possibility that the minimum free energy,
reached upon equilibrium binding of a ligand, is not the absolute minimum
but rather a local minimum dictated by the preprogrammed pathway of
the conformational transition.

The new conformational state assumed by the protein upon binding of
the ligand need not necessarily be visualized as a gross change in confor-
mation. It may, in some cases, only reflect a modification in the frequen-
cies and amplitudes of the dynamic fluctuations of constituent atoms
which may not have changed their space coordinates by much (Cooper,
1984). Ligand binding to proteins is almost invariably associated with a
decrease in the overall heat capacity of the protein-ligand complex
(Sturtevant, 1977). Since the heat capacity of a system is the measure of
internal energy fluctuations, the energy fluctuations in the ligand-protein
complex are smaller than that in the free protein. This means that the
proteins are "stiffened" by specific ligand attachments. We may say that
by fluctuating, a protein is rapidly generating hypotheses on the proper-
ties of the environment, and that the rate of hypothesizing becomes di-
minished when one of the hypotheses finds a positive response (Kovr4d,
1986).

Ligand-binding sites are almost universally positioned at the bound-
aries of two structural domains (Schulz and Schirmer, 1979), and the
binding of ligand is accompanied by movements of domains relative to
one another (Ptitsyn, 1984; Lesk and Chotia, 1984). A common molecular
structure of many proteins is represented by two or more relatively rigid
domains which, like lobes, are connected by a relatively flexible, so-called
hinge region (Schulz and Schirmer,1979; Anderson et al., 1979;Janin and
Wodak, 1983; Bennet and Huber, 1984). The binding of a suitable ligand is
followed by a rapid hinge-bending and cleft-closing, so that the ligand is
entrapped in the cavity, virtually inaccessible from the aqueous environ-
ment. In enzymes, this closing may be followed by an additional confor-
mational change of the protein which stretches the substrate creating a
dense packing of the enzyme-substrate complex and the achievement of
the transition state configuration. scarborough (1985) assumed that the
hinge-bending motif underlies all mechanisms of solute transport across
biological membranes. The transport protein, embedded in the mem-
brane, would pick up a ligand at one side of the membrane; this would be
followed by a hinge-bending cleft closure, and a displacement reaction
would result in release of the ligand at the opposite side of the membrane
by reopening the cleft toward that side. Random fluctuations between
different conformational states of the transporter enable facilitated diffu-
sion. while the input of energy affects the relative population of different
statcs and rcsults in act ivc transport  of  l igands. Scarborough's idea is just

1
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a variation of the theme present in almost all recent models of membrane
transport, which describe it as a two-stroke cyclic process.

It should be reemphasized that kinetic factors, specified by the ma-
chinelike character of proteins, may have a major role in determining the
specificity of ligand binding. The binding itself provides energy for the
work of the machine. Ligand binding is always accompanied by a de-
crease of free energy, which sometimes is very large, leading to the bind-
ing of a ligand with very high affinity. As analyzed by Jencks (1975), the
intrinsic binding energy is usually larger than is observed, and a consider-
able part of this energy is utilized for other purposes. If the binding energy
were not used it would be wasted as heat.

In enzymes, part of the binding energy is used to overcome the activa-
tion barrier of the chemical reaction and, thus, to accelerate the process
(Jencks, 1975; Fersht,1977'). In receptors, the binding energy is probably
used to transfer the message, carried by the ligand, to evaluating and
executing devices. In many translocators, the binding energy of one li-
gand, bound at one point in the reaction time-space, is used to release
another bound ligand at a different point of the space (Boyer, 1975;
Jencks, 1980; Tanford, l98l; Eisenberg and Hill, 1985; Penefsky, 1985).
This is the basic principle allowing simple and elegant unifying explana-
tions of energy transformation in biology, including the operation of ion-
translocating ATPases, muscle contraction, and respiration-linked ATP
synthesis (Fig. 3).

F. ENencv Flow rHRoucH .rHr PnoretN
MecsrNe

To work continually, protein engines, like macroscopic engines, must
work in cycles. They have to obey a set of strict rules that specify which
binding and which changes are allowed or prohibited at particular stages
of the cycle (Jencks, 1980; Hill and Eisenberg, 1981; Tanford, 1983). As in
macroscopic engines, these rules of operation are built into the construc-
tion of the engine, in the geometric specificity of the fluctuations and
conformational transitions of the protein.

Different opinions exist with respect to the "flow" of free energy in
such cycles. According to Tanford (1981, 1983), free energy is essentially
transferred in one step ofthe cycle, when the standard free energy ofone
ligand drops and simultaneously the standard free energy of another li-
gand increases by approximately the same amount. The protein itself is
energetically inert: different protein conformations have about thc same
energy. This opinion has been quest ioned by Hi l l  and Eiscnbcrg ( l9t l l )

341

0 u t

ry-m-ry-uf,-ry-Ml n  @ 
ATp  ATp  ADprp

g---yJ l-----_________ -

outs ide  H ' .  tou  ou ts rde  Ht : [ou
A T P  h i g h  a O P * l  [ o u

i n s i de  H -  h rgh
ATP  Io r , r

Aff inity,

FIc. 3. A principle of free-energy transduction by H*-ATpase. An ATpase, pictured as a
two-lobe hinge-bending protein, is embedded in a membrane. The membrane separates two
phases with high (out) and low (in) concentrations of protons. In an "inside conformation"
the protein has a high affinity for H* and a low affinity for ATp. The binding of ATp to the
"inside conformation" is followed by a conformational transition into an "outside confor-
mation" exhibiting a low affinity for H* and a high affinity for ATP. H+ has been transferred
from inside to outside against its concentration gradient. To close the cycle, strongly bound
ATP must be released from the protein. This is done by hydrolysis of ATp to ADp + pi
which, with the ligands bound to the "outside conformation," proceeds with no change of
free energy. The couple ADP + p; has a low affinity to the "outside conformation" and is
released. The "outside conformation," with low affinity for outside H+, spontaneously
reverts to the starting "inside conformation." At high H*ou1.;6"/H*;n";,y. and low ATp/ADp +
P1 ratios the system operates in the opposite direction, synthesizing ATP. The outline does
not intend to picture mechanistic details of FsFy-ATpase.

because, according to them, it implies that the enzyme morecure, rike the
solvent water when the ligands are in solution, can be regarded as simply
the background environment for the bound ligands. If this is so, it can be
formally ignored, just as water (as solvent) can be ignored in many aque-
ous processes. These latter authors consider this anology to be untenable:
During the transduction cycle, the specific properties of the enzyme mole-
cule and of its complex with ligand are just as important as the specific
properties of the ligand molecules. Enzyme and ligand represent a single
system and should be analyzed as such. This opinion seems to be shared
by Jencks (1980) and also by Mitchell (1981). As another extreme, Lumry
(1974) proposed that a ligand can pull a protein into a thermodynamically
unfavorable conformation, and the protein can store the free energy and
use it in a separate step to increase the free energy ofanother ligand. Such
a two-step transfer of free energy was analyzed as a plausible one by Hill
and Eisenberg (1981).

obviously, molecular machines can hardly be considered to be energet-
ically inert when interacting with ligands. They may store free energy
(likc a spring) and not dissipate it if some degrees of freedom exhibit long
relaxat ion l imcs.
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G. ENvtnoNNtENrel FlucruATIoNS

So far, fluctuations in protein conformation have been considered. It

has been shown how the machinelike character of proteins makes the

fluctuations nonrandom and biased in such a manner that they subserve

the protein functions. An important question is whether the rapid and

low-range fluctuations in proteins, outside those encompassing gross con-

formational changes, can also be biased and serve a purpose. This ques-

tion was extensively treated by Somogyi et al. (1984), who also discussed

the ideas of several other investigators. These ideas converge into a gen-

eral picture which indicates that, indeed, the protein is designed in such a

1nunn"t that, interacting with the random thermal fluctuations of solvent

molecules in the surrounding medium, it is able to select from them ac-

cording to specific excitation patterns and conduct the excitations, along

effective degrees of freedom, to active sites in the protein. In terms of

enzyme action, this concept means that the enzyme molecule can utilize

the energy of impinging solvent molecules to increase the rate of the

catalyzed reaction.
This is not a violation of the second law of thermodynamics; the free

energy of the protein is not changed. An increase in the enthalpy that is

being delivered, via fluctuations, to the active site is "paid for" by an

entropy change elsewhere in the macromolecule. These changes are not

rigidly coupled, but it has been supposed that there is a statistical correla-

tion in their rate of change around equilibrium (careri et al., 1979).

These interesting ideas, supporting the machine concept of proteins,

await direct experimental corroborations.

H. RorertoNel FlucrunrloNs

The last type of fluctuation to be considered is the Brownian motion of

protein molecules. We can again ask whether these fluctuations have not

teen exploited by evolution to serve a biological purpose. Translational

movements of proteins in membranes seem indeed to have a role in signal

transduction in the plane of the membrane. The rotational motion of

membrane proteins, though experimentally well explored (Cherry, 1979),

has not as yet been linked with any biological function. The rotation of

translocators around the axis in the plane of the membrane is thermo-

dynamically so unfavorable that the theories assuming such a rotation as

pirt of translocation mechanisms have been abandoned' Rotations

around the axis normal to the plane of the membrane do take place,

however, and they may be relevant for translocation. The sense of rota-
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tion would be random in facilitated diffusion, but in active transport the
sense ofrotation could be biased by the input ofenergy, and a prolonged
rotation in one direction may cause accumulation of solutes at one side of
the membrane. A contribution by rotational motion to facilitated diffusion
in hemoglobin molecules has been studied both experimentally and theo-
retically (Gros er al., 1984; Murray and Smith, 1986).

Rotational mechanisms of membrane transport may also involve rota-
tions distinct from Brownian rotations. Such rotations would be much
slower and largely independent of the fluctuation dynamics, and have
been considered in various rotational models of ATP synthase (Boyer et
al., 1982; Cox et al., 1984; Hayashi and Oosawa, 1984; Mitchell 1985a),
inspired by studies of flagellar rotations in bacteria. Such models are,
obviously, explicit in considering rotational devices as molecular ma-
chines.

J. AulNo Acrn SEoUENCES eNo TBnrreny
SrnucruRBs

Every protein has its unique amino acid sequence. On the other hand,
extensive studies of the recurring features of protein structure indicate
that the proteins so far investigated can be divided into a small number of
groups that exhibit similar patterns of tertiary structures (Schulz and
Schirmer, 1979; Richardson, 1981; Chothia, 1984). Tertiary structures are
essentially determined by assemblies of secondary structure blocks (su-
persecondary structures, Schulz and Schirmer, 1979) which, in turn, are
largely independent of the primary sequences. Accordingly, in many
cases the tertiary structures of proteins are unaffected by exchange of
amino acids. How much, then, can the primary sequences which, thanks
to the rapid progress of gene cloning and nucleic acid sequencing, will
soon be known for most of the proteins help us to reveal the three-
dimensional construction of protein machines? This is a critical question
and no clear answer is yet available.

Several methods of predicting secondary structures from amino acid
sequences have been developed (Tanaka and Scheraga, 1977; Chou and
Fassman, 1978; Garnier et al., 1978; Cid et al., 1982; Eisenberg, 1984;
Busetta and Barrans, 1984; Nishikawa and Ooi, 1986). Tentative conclu-
sions can be derived from them concerning the possible folding and, in
particular, placement of the polypeptide segments in membranes. How-
ever, a general "folding code," if it exists at all, has not yet been deci-
phercd (Jacnicke. l9tt0; Mutler, 1985). The genetic code may carry specifi-
cul ions conccrning nt l t  only lhc nalurc of the construct ion mater ials and
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of the modules that are to be assembled, but also concerning the timing
and succession of the construction acts. The latter specifications may be
inscribed in quite short sequences and yet may be decisive for the shape
and the function of the finished product.

It can be taken for granted that not all possible sequences of amino
acids provide polypeptides capable of assuming a single native conforma-
tion. From -1045 possible sequences for polypeptides consisting of 150
amino acids, only a vanishingly small fraction occur in nature, not only
because evolution has not had enough time to deploy all the sequences,
but also because only a subset of them are allowed to become proteins.
This is why most synthetic peptides do not fold into unique structures but
exist as random coils (Mutter, 1985). If organic chemists can now ap-
proach the construction of artificial proteins by reasoning and insight,
evolution had no such insight, and constructed proteins by haphazard
permutations of amino acids.

Privalov (1985) has hypothesized that, as the probability of achieving a
polypeptide capable of folding into a compact and stable structure may be
low, once successfully discovered, a block of sequences is used repeat-
edly, on different occasions and for different purposes. And, even though
mutations may have successively modified the primary structure of such
blocks to such an extent that the common origin is almost unrecognizable,
the basic capacity to fold into a stable structure has been guarded and
employed in different proteins.

From what has been said, it is rather surprising that averaging of pri-
mary structures of proteins does not provide statistically significant differ-
ences from random distribution of amino acids in the chain (Finkelstein

and Ptitsyn, 1971;Ptitsyn, 1984; Poroykov et al., 1984). This led Ptitsyn
(1984) to a somewhat different view than that expounded above' Accord-
ing to this view, the formation of stable polypeptide structures may not
need a long biological evolution in that they apparently can arise from
random amino acid sequences. [t is only the active site of a protein that
presupposes a very strict and specific amino acid sequence. The active
site should either be rigid or be capable of a very specific conformational
transition which consists of moving rigid parts of the site against each
other along selective paths. As the rigid structure of the site or of its parts
is maintained by weak, noncovalent interactions, the only possible way to
ensure the stability of the rigid site is by embedding it into a large coopera-
tive structure capable of disintegrating only as a whole. The architectural
details of the large supporting structure are irrelevant. Accordingly, a
functional protein evolves from a statistic copolymer exhibiting coopera-
tive capacity by "editing" at those specific positions which will give rise
to the active site.
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Such a view has important implications. Attempts to develop synthetic
macromolecules in which active sites similar or identical to the active
sites of contemporary proteins would be spatially fixed by supporting
blocks of polymers (which might not even be made up from amino acids)
seem justified and should be encouraged. Promising studies have already
been undertaken aiming at synthetic enzymes (Mutter, 1985; Lehn, 1985),
synthetic translocators (Lehn, 1985), and synthetic receptors (Hayward,
1983; Kaiser and Kezdy, 1984; Lehn, 1985). In addition, artificial protein
mosaics (fused proteins) prepared by genetic engineering, which have
proved useful in studies on biogenesis of proteins and protein complexes
(see Section IV,B), will undoubtly soon render outstanding service in
anaf yses of the mechanism of action of enzymes, translocators, and re-
ceptors.

It can be concluded that the most probable access to the tertiary and
higher order structures of proteins will be through direct visualization by
means of physical techniques, in particular X-ray crystallography and
high-resolution electron microscopy. The importance of calculations of
both static structures and protein dynamics should not be underesti-
mated, taking into account the rapidly growing capacity of modern com-
puters. However, delving into primary sequences, which should soon be
completely known for practically all proteins, may unravel rules of pro-
tein design of which we are not as yet aware. The scrutiny of primary
sequences may be a most productive way to gain insight into the succes-
sion of acts by which a protein molecule is assembled.

m. How Engines Evolved

A. EvolurroN AS TTNKERTNG

The engine concept can be applied to proteins not only in regard to their
structure and function but also in regard to the way that they are con-
structed. In fact, the biogenesis of proteins has often been described in
engineering terms, comparing the genome to a construction layout, mes-
senger RNA to a tape, ribosomes to an assembly line, and so on. Such a
description may have some explanatory value when picturing protein
ontogeny, but would be misleading in explaining phylogeny.

Jacob (1977, l98l) pointed out that comparison of the action of natural
selection to that of an engineer is not a suitable one. In contrast to an
engineer, evolution does not "work" according to a preconceived plan, it
does not havc at its disposal materials and machines prepared for its
tasks, and ils products irrc fhr fiom thc pcd'cction which may characterize
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up-to-date products of engineering work. Natural selection is not an engi-
neer, but "it works like a tinkerer-a tinkerer who does not know exactly
what he is going to produce but uses whatever he finds around him,
whether it be pieces of string, fragments of wood, or old cardboards; in
short it works like a tinkerer who uses everything at his disposal to pro-
duce some kind of workable object' ' (Jacob, 1977) . Like a tinkerer making
a roulette wheel from an old bicycle wheel or the cabinet of a radio from a
broken chair, evolution makes a wing from a leg, a part of an ear from a
piece ofjaw, a lung from an esophagus.

Jacob's notion of "evolution as tinkering" is a most telling shorthand
description of the evolutionary mechanisms that can be deduced from our
present knowledge of the organization of genomes.

B. Ge,Nove OncnNrznrrox

The genome size of contemporary mammalian species is represented by
roughly 3.2 x lDe base pairs of DNA (Ohno, 1982). It is generally assumed
that the number of genes in this genome is -50,000. If one takes the
average size of individual genes (coding sequences) to be 1000 base pairs
long, the 50,000 genes represent 5 x 107 base pairs. As pointed out by
Ohno (1982), even if we double this number to make room for multiple
copies of specialized genes as well as for putative regulatory elements,
97% of the genomic DNA of mammals remains unaccounted for. This
huge quantity of DNA with no apparent function may not be placed under
the vigilant surveillance of natural selection, and has been designated by
Ohno as "junk DNA." However, in tinkerer's terms, this DNA may be
considered as a stock of various materials from which new objects can be
assembled and "displayed" to natural selection. Indeed, it is very hetero-
geneous, containing simple sequences that a priori cannot have any sense,
as well as sequences that closely resemble functional genes and have
probably originated from them by duplication, unequal crossing over,
defective processing, etc. (e.g., reviewed by Jelinek and Schmid, 1982;
Hardman, 1986). While the former can be compared to nails and screws,
the latter represent broken parts that can be repaired and assembled for
new purposes. This is done not only by accumulating random point muta-
tions, which were long considered to be the main generator of genetic
variations, but also by transposition and other rearrangement of genetic
material (Wilson et al., 1977).

In addition, eukaryotic genomes contain DNA which can properly be
named "selfish" or "parasitical" (Doolittle and Sapienza. l9tt0: Orgel
and Crick, 1980).  This DNA is repl icated along with thc rcst ol ' lhc l )NA
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simply because there is no means to get rid of it. It may contain coding
sequences the only function of which is to assure their own replication.
And yet, these sequences may also be instrumental in tinkering with the
rest of the genome, since their transposition from one place to another in
the genome can substantially affect the transcription of flanking structural
or regulatory genes (Syvanen, 1984).

A considerable fraction of eukaryotic DNA represents introns, intra-
genic DNA sequences which, unlike exons, are cut off of the transcripts
and do not appear in the final gene product (Breathnach and Chambon,
l98l). The presence of split genes, mosaics consisting of exons and in-
trons, is quite common in eukaryotic organisms. Introns are also usually
considered to be selfish DNA, but a more balanced view would be to see
in them a set of heterogeneous genetic elements, some senseless, others
with coding capacity, stil l others with possible regulatory functions
(Crick, 1979).

From all that has been said, a picture of the eukaryotic genome reap-
pears as a busy workshop, overfil led with raw materials, spare parts,
broken products, andjunk ofall kinds, and furnishing a variety offinished
handiworks to the environmental customer. Early in evolution it must
have been worse: junk everywhere, random sequences, heaps of non-
sense, and, very rarely short sequences with simple biological meanings.
Ohno (1982) has attempted to identify the primordial meaningful sequence
and has proposed that it consisted of20 bases. Cantor and Jukes (1966)
hypothesized that the primordial protein sequences may have contained
-15 amino acid residues.

Longer polypeptides were almost certainly created by tandem fusions
of genes coding for two or more shorter, preexisting peptides. This was
achieved by placing short coding sequences close to each other in the
genome (Fig. a). However, to place them side by side with no noncoding
spacers would be highly demanding engineering work, so that most of
them remained separated by spacer sequences. The present-day introns
may have originated in this way. Indeed, in many cases of split genes the
exons closely correspond, by number and length, to structural modules of
the proteins coded by the genes (Privalov, 1982; Go, 1983). This supports
the idea that introns have had an important role in evolution (Gilbert,
1978); unequal crossing over of introns enabled rapid reshuffling of func-
tional units and, thus, evolutionary construction of proteins endowed
with new functions by reassembly of the preexisting modules.

The combinatorial rush of evolution is apparent at all levels of biologi-
cal organization. One of the best examples is the origin of mitochondria
and chkrroplasts. Thc wcll-founded and productive hypothesis assumes
thal thcsc <lrgirncl lcs arc dcsccndants ol 'pr imit ivc prokaryotes (Margul is,
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FIc. 4. Evolut ion of proteins. Genes A, B, and C, dispersed over the primordial genome

between "junk" DNA, could fuse together and a fused gene would then code for a protein

consist ing of two domains, which were original ly two independent proteins. Alternatively,
gene A duplicated; its second copy was then relaxed from the control by natural selection
and could evolve by mutations into a modified copy A' coding for a new protein.
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l98l) which combined with organisms that may have resembled the
present-day archaebacteria (Doolittle, 1982) to form the symbiotic pro-
toeukaryotic organisms.

The picture outlined complies with current neo-Darwinian thought, the
notions of "selfish genes," or "a gene as a unit of natural selection"
(Dawkins, 1976). The virtue of the tinkering metaphore is that it also
complies with those views which pretend to go "beyond neo-Darwinism"
(Ho and Saunders, 1979). They stress the internal autonomy of evolving
systems. Perhaps, using a comparison of Brooks (1983), living systems
can better be described as motorboats, which can proceed even in the face
of a wind and will continue to move in the absence of wind, rather than as
sailboats, which have some ability to proceed in a directional manner, but
always in a way determined by the wind, an external force. A tinkerer
does not usually work for the market. He has an internal drive to work, to
manipulate, to invent. lf some of his products suit the market, so much
the better. How else to account for the appearance of secondary metabo-
lites, which are usually synthesized through intricate metabolic pathways
and which, if the final product is advantageous to the produccr (cvcn this
may not be always the case), the intermediates are usually of ntl avail' l
Wong (1981) coined the name " invent ivc cvt l lut ion" l i r r  i t  haphirzirrd
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generation of catalytic sequences yielding a product that sometimes ful-
fil ls a useful function. This includes a recruitment of enzymes from other
areas of metabolism.

An organism not only works; it also plays. As everywhere, redundancy
is the main playground of creativity.

In a somewhat different linguistic analogy, the first phase of evolution,
when short-coding DNA strings were emerging by mutations from the
babble of random sequences, can be viewed as a selection of meaningful
words from combinations of phonemes. Later, when transposition be-
came prominent, a higher level of linguistic operations, the formation of
sentences, set in. The complicated interplay of regulatory circuits in the
genome of higher eukaryotes, which we have only started to grasp, may
correspond to a stil l higher hierarchical level of selection, a selection for
paragraphs. Evolution is thus a hierarchical process and, indeed, there is
a continual evolution of evolution. It has been pointed out that such a
hierarchy of selection levels enables continual speeding up of evolution
(lvanitski et al., 1985).

The evolution of biochemical pathways would be placed near the bot-
tom of the evolutionary hierarchy. This is why we face such an amazing
biochemical unity of all l iving forms. Morphological diversification, be-
havioral patterns, and in particular, the brain, are products of selection at
higher hierarchical levels, when no longer were chemical structures and
pathways, but rather their regulation, subjected to the evolutionary tin-
kering (Wilson et al., 1977).

This means that one subset of the set of protein engines, the enzymes,
must also have been largely molded quite early in evolutionary history
(Koch, 1972:'Wong, 1981; Kacser and Beeby, 1984).

It has been calculated that, according to known sequences, proteins
belong to l8l superfamilies, and conjectured that this figure may reach
500 as more data become available (Dayhoff et al., 1978). But it is also
possible that the original number of proteins was lower and that they
served as a basis for enzyme divergence (Kacser and Beeby, 1984). Dupli-
cation of genes, the well-known source of evolutionary innovations
(Ohno, 1970), liberated redundant copies of a gene from the selection
pressure and allowed "mutational adventures" (Kacser and Beeby,
1984) to take place.

The analysis of the evolution of enzymes showed that the evolutionary
maximization of catalytic power-that is, of the rate of product forma-
tion-demanded a maximization of the constant k,otlK^ and simulta-
neously a progressive weakening of substrate binding (Cornish-Bowden,
f  976: Albcry and Knowlcs, 1976; Fersht.  1977:.  Brocklehurst,  1977).
Hcncc. in thc opt imir l  s lalc,  hoth thc catalyt ic lurnovcr number k. , , ,  and
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the Michaelis constant K. are high relative to the ambient substrate con-
centrations. The optimization of individual enzymes was probably at-
tained quite early in the history of life and, later, there was an evolution
toward the optimization of the catalytic power of multienzyme systems
(Brocklehurst, 1977; Welch and Keleti, 1981; Hartl et al., 1985).

C. EvolurtoN op Bton,NencETtc Svsrnus

The idea of evolutionary tinkering is implicit in most theories on the
evolution of bioenergetic systems (Broda, 1975; Gest, 1980; Wilson and
Lin. 1980: Raven and Smith. 1981: Kov6(,, 1982:- Smith and Morowitz,
1982). The most ancient processes furnishing free energy may have been
catabolism of amino acids by a kind of Stickland's reactions and simple
phosphoroclastic breaking of organic acids. Ferredoxin, which, in Clos-
tridia, takes part in a phosphoroclastic reaction, consists even today of
9l7o amino acids that had been synthesized abiogenically from simple
gases, and can be justly considered to be one of the most ancient enzymes
(Hall et al., l97l). Yet, different ferredoxins participate in many other,
especially redox, reactions; they were apparently adapted for these more
recent reactions by tinkering.

A serious problem that faced protocells encompassing replicating nu-
cleic acids was the necessity to get rid of protons which are produced in
the course of the polymerization process (Koviid, 1982). Gramicidinlike
pores or channels may have evolved to facilitate diffusion of protons
across the lipid protomembrane down their osmotic gradient. The process
became more efficient when an ATPase associated itself with the mem-
brane, functioning both as a gate and as a pump for protons. Several
scientists have elaborated the idea, first proposed by Mitchell (1968), that
an ATPase, associated with the membrane and pumping protons, may
have later become an ATP synthase when independent membrane proton
generators enabled the reversal of proton flow (Wilson and Lin, 1980;
Raven and Smith, 1981; Koch, 1985).

This, indeed, may have been the evolutionary scenario of the FgF1-type
systems present in bacterial, mitochondrial, and chloroplast membranes.
On the other hand, proton-pumping ATPases of plant and fungal plasma
membranes may have evolved independently and in a different manner.
There is no sequence homology between yeast F1-ATPase and the H+-
pumping ATPase of yeast plasmalemma (Serrano et al., 1986). The latter,
however, has sequences similar to the Ca2*-ATPase and Na* K'-ATPasc
of animals and the K+-ATPase of bacteria (Hesse et al., 19114: Shull cl a/.,
1985; Maclennan et al . ,  1985).  Al l  these ATPascs apparcnt ly cvolvct l
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from a common ancestor, which may have originally exhibited little speci-
ficity and no discrimination between H+ and alkali cations. By implica-
tion, the mechanism of function of the FsFl-type ATPase and plasma
membrane H*-ATPase may be substantially different and, in addition, the
mechanism of H+ pumping by the plasma membrane H*-ATPase must be
related to that of Ca2* and K* pumping and, thus, not similar to a Grottus-
type H+ conduction or other mechanisms exclusive for H+.

Respiratory chain-linked proton pumping probably also evolved by
such a piecemeal process. Hydrogenase, util izing molecular hydrogen,
may have been accommodated in the membrane in such a manner that
separation of charges and generation of membrane proton electrochemi-
cal potential may have ensued. This system is considered to be the sim-
plest chemiosmotic device (Koch, 1985; Hooper and Dispirito, 1985).
Since the common fermentation pathway with lactate or ethanol as end
products is internally balanced with respect to oxidation-reduction and
no pyruvate is available for biosynthesis, Gest (1981) hypothesized that,
to spare pyruvate for biosynthesis, fumarate was utilized as a hydrogen
acceptor. The reduction of fumarate was (and still is in some bacterial
species) catalyzed by a soluble fumarate reductase. Later, fumarate re-
ductase became associated with membranes, and still later the electon
flow to fumarate became associated with proton pumping. The NADH-
fumarate couple may be the most ancient predecessor of the respiratory
chain.

Comparison of the evolutionary path of cytochrome c led to a some-
what different picture of the evolution of respiration (Dickerson et al.,
1976). lt was assumed that bacterial and eukaryotic oxygen respiration
arose from the dual-function photosynthetic and respiratory electron
transport chain in purple nonsulfur bacteria by the loss of photosynthetic
capabilities.

Cytochrome oxidase may have been the latest innovation in the con-
struction of the respiratory chain, but even this latest innovation must
have appeared rather early in evolution, since proton-pumping cyto-
chrome oxidase is present in Paracoccns, which may be similar to a
bacterium which gave rise to mitochondria, just as it is in mammalian
mitochondria (Poole, 1983).

D. ENencv nNo EvoLurroN

The concept of selfish, parasitical, junk DNAs was brought about by
molccular and cvolut ionary biologists,  and has not been subjected yet to a
h iocncrgc l i c is l ' s  scnr l iny .  Is  lhc  p rcscncc  o l 'hugc  umounts  o f  apparent ly
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useless material compatible with strict economy an organism has to ob-
serve in order to survive in competition with other species? Is not the
energetic burden of maintaining and replicating (and sometimes even tran-
scribing) this "luxury" DNA too excessive? It should also be borne in
mind that cells carrying large genomes need a longer time for division than
cells with small genomes. In addition, their sluggishness is reinforced by
the fact that, being large, they have an unfavorable surface-volume ratio
and thus a sluggish metabolism. To answer these questions we have to
return to the evolution of bioenergetic mechanisms.

As Doolittle (1982) put it, "we will never understand the functions of all
structural elements present in the eucaryotic genome until we understand
the selection pressures which produced them, pressures which may oper-
ate at levels with which we are neither familiar nor comfortable." Intui-
tively, we are inclined to believe that competition for energy resources
may have been a major evolutionary factor, rapidty selecting organisms
with the highest possible efficiency of energy transformation and utiliza-
tion. Indeed, all the existing organisms exhibit very efficient mechanisms
of energy transformation, including such "living fossils" as methanogenic
bacteria (Daniels et al., 1984). It is feasible that the "energetic perfec-
tion" was achieved rather early in evolution, in parallel with the elabora-
tion of metabolic pathways.

A parallelism between the evolution of the efficiency of energy conver-
sion and enzyme catalysis follows from the following consideriiion: if an
exergonic process were rapid and not coupled with an endergonic pro-
cess, such as synthesis of ATP, the system would heat up considerably.
oxidation of I mol of glucose at pH 7.0 and 25"c is accompanied by a
decrease in free energy of 2880 t<Cat ttris amount of glucose would be
oxidized by I kg yeast cells in -30 min. If the oxidation of glucose were
not coupled, I kg of yeast would be heated from 20 to 706'c, or, if the
yeast was present as a lvo suspension in water, this stil l would bring about
heating of the suspension from 20 to 27"C.

Yet, serious complications blur a simple reasoning. According to a
commonly held scenario of the origin of life, the original atmosphere on
earth contained gases with a high degree of reduction. By the input of
energy, the reduced substances were transformed into amino acids, nu-
cleic acid bases, and other substances with a reduction degree and energy
content similar to the present-day biomass. The only energy required was
for pof ymerization of the monomer units and possibly for iheir ioncentra-
tion within the protocells. As the "primordial soup" was probably rich in
such monomers, energy could not be scarce and limiting in thc carly
phases of evolution. As in the classical experiment of Spicgclman on irr
ui t ro QB phage evolut ion, there may essent ial ly havc bccn sclccl ion l i r r
the speed of repl icat ion (Mi l ls ct  ul . ,  119671.
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If later some pigments akin to bacteriorhodopsin started to furnish
energy by harnessing solar radiation (Smith and Morowitz, 1982), this
energy source again was not limiting.

However, even under conditions in which the energy resources are
scarce, it is not the efficiency ofenergy utilization but rather the speed of
growth that is advantageous. A rapidly metabolizing and rapidly growing
organism would win competition for energy resources over a sluggish one
even if the latter were using energy more efficiently and the former wasted
it .

In analyzing the thermodynamics of bacterial growth, Westerhoff er a/.
(1982, 1983) reached the conclusion that present-day microorganisms are
optimized with respect to maximum growth rate. In organisms growing on
substrates with a high degree of oxidation, the thermodynamic efficiency
(defined as the ratio between the rate offree-energy output and the rate of
free-energy input) is optimized to match the requirement for maximal
growth rate. In organisms growing on highly reduced substrates, such as
methanol or alkanes, the thermodynamic efficiency of energy transforma-
tion is even negative: the problem for them is to get rid of the excess free
energy (the highly reduced substrates contain more free energy than is
necessary for the formation of biomass) rather than to be economical with
ir.

The selection for maximal growth rate may have been the reason why
the genome of prokaryotes, in contrast to eukaroytes, does not contain
substantial amounts of "junk" DNA and is as short as possible (Kings-
bury, 1969).

The efficiency ofenergy conversion and the rate ofprocesses are linked
together. If the efficiency of energy conversion were maximal (100%),
there would be no flow through the system (Kedem and Caplan, 19651,
Stucki, 1980). Any net flow implies decrease in the capacity to work,
dissipation of free energy. The optimal performance is determined by the
nature of the output parameter that should be optimized. In power plants,
for instance, it is usually provision of power that should be maximal; in
this case, the optimal state of the system corresponds to 50Va efficiency.
However, if resources became scarce it would be necessary to minimize
entropy production, which again would change the optimal efficiency
(Andersen et al., 1984).

The "survival of the fastest" (Kacser and Beeby, 1984) is, of course,
not general. The diversity of the eukaryotic world is so rich that there is
certainly no universal parameter that has been optimized in all species.
This is obvious if wc consider the variety of survival strategies. Mainte-
nancc r l l '  lhc largc "cxpcrimcnt ing" genome, dispersed in several
gcnt lpht l rcs. sccnrs to bc i r  c()nlm()n clcnominator of al l  these strategies.
Onc t l l ' l l r c  l c l rsons  is  t l r l r t .  by  posscss ing  th is  t l cv icc .  hcrcd i t i r ry  innovu-
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tions can be brought about rapidly. A more subtle reason is that it is
essentially the regulatory functions that are being subjected to evolution
in eukaryotes. These can be refurbished mainly by genome rearrangement
(Wilson et al.,1977). The coupling device itself can also be subjected to
regulation; in Neurospora, the plasma membrane proton-translocating
ATPase can change its pump stoichiometry according to conditions. The
H+/ATP stoichiometry was found to be I under energy replete conditions,
corresponding to 50Vo efficiency (i.e., optimized for maximal power
output). Under conditions of energy restriction, the pump stoichio-
metry changed to 2, thus operating with maximal energy efficiency
(Warncke and Slayman, 1980). There is a possibility that he H+/O sto-
ichiometry of cytochrome oxidase in mitochondria may also vary, being
either 2 or 4 H+ per O reduced, depending on the intracellular con-
ditions (Lehninger et al., 1985). Other examples may be found in the
future.

The diversification and perfecting of regulatory toys has been the main
preoccupation of the evolutionary tinkerer ever since the basic biochem-
ical evolution was almost finished and in a state of excellence. Ricard
(1978) showed in a theoretical study that an enzyme, when it
has achieved a "kinetic perfection," cannot be regulated if composed
of a single subunit. Only polymeric enzymes can exhibit both
regulatory power and catalytic efficiency. This may be the reason
why some eukaryotic enzymes contain more subunits than their pro-
karyotic counterparts, although their catalytic efficiency may not be
different.

An instructive example was provided by Kadenbach (1986): cyto-
chrome oxidase of prokaryotes contains 2 or 3 subunits; from Dictyoste-
lium discoideum,6; from yeast, 9; and from mammalian sources, l3 dif-
ferent subunits. The higher a species is placed on the evolutionary ladder,
the more subunits it contains. The catalytic perfection of cytochrome
oxidase is apparently the same in bacteria (it is also a proton pump) as it is
in mammals, but, according to Kadenbach, the additional subunits
present in mammals are involved in the allosteric regulation of cyto-
chrome oxidase.

Another way of improving regulation has been a "dressing" of the
existing enzymes by mechanisms of posttranslational modification. In-
ventive evolution goes on, and our own inventions can be conceived of as
a continuation of the evolutionary process. "Rediscovery" of these evo-
lutionary inventions by scientific research repeats the same path: first, we
disclosed the basic mechanisms of energy transformation, and we are now
in a phase in which we attempt to get an insight into the rcgulatory
devices. This is the ubiquitous logic of Haeckel's law.
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E. Evolurrou nNo CocNrrroN

Boltzmann (1975) has made an ingenious statement that "the struggle for
life among living beings is not the struggle for building materials or for
energy ... but the struggle for entropy." Although he may have had some-
thing else in mind, the following meaning may be given to his statement:
living beings strive to dissipate available energy as rapidly as possible.
Life in its entirety is a big catalyst accelerating the dissipation of free
energy in its surroundings, removing the "hang-ups" that retard the
world's running down the potential of increasing entropy.

This idea is not a new one. In his book, "Elements of Mathematical
Biology" Lotka (1956) pointed out the tendency of the living world "to
increase the rate of energy flux through the system of organic nature, with
a parallel increase in the total mass of the great world transformer, of its
rate of circulation, or both." With a caution, he was inclined to see in it a
law of evolution. The same idea was elaborated by Black (1973,1978) in
his thermodynamic theory of the origin and evolution of life. Por (1980)
discussed the progress in the Animal Kingdom in similar terms. Zotin and
Krivolutski (1982) plotted the relation between the specific rate of respira-
tion of animals and their position on the evolutionary scale and showed
that, in the course of evolution, there was a continual increase in the
specific rate of respiration (Fig. 5). This rate may be considered as a
measure of the density of processes which, in a living system, are dis-
placed from equilibrium. Their sum would then express the extent of the
departure of the living system from equilibrium. Hence, the increase in
the specific rate of respiration indicates that in the course of evolution the
newly evolving forms were increasing their departure from equilibrium.

The increase in departure from equilibrium has important implications.
First, as we know now, the world far from thermodynamic equilibrium,
sustained by continuous dissipation of free energy, is a world of dynamic
structuring, a world rich in forms and dissipative structures (Prigogine,
1980). The amazing morphological diversity of higher organisms may
have ensued from these thermodynamic principles. Still more impor-
tantly, the departure of a system from equilibrium may be equated with
the distinction of the system from its environment. The farther the system
is from equilibrium, the more distinct it is from its environment. This
distinction does not mean isolation; to survive, the living system has to
record and evaluate continuously the properties and changes of the envi-
ronment, to accommodate to the environment, to exploit the properties of
the cnvironment- in short ,  to know the environment.  Hence, biological
cvolut ion is thc cvolut ion of cognit ion, and organisms are cognit ive struc-
tr l rcs (( ioodwin. 1976). ' l 'hc mir in funct i r ln of cognit ion is to f ind resources
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Flc. 5. The relationship between the specific rate ofrespiration and evolutionary distance
of classes of organisms (adapted from Zotin and Krivolutski, 1982). The later a class ap-
peared in evolution the higher is its specific rate of respiration. l, Coelenterata;2, Crusta-
cea; 3, Mollusca; 4, Teleostei;  5, Amphibia; 6, Insecta; 7, Repti l ia. 8-15, Mammalia: 8,
Monotremata; 9, Marsupialia; 10, Edentata; ll, Chiroptera; 12, Insectivora; 13, Rodentia;
14, Perissodactyla; 15, Primates. 16,17, Aves: 16, Nonpasseriformes; 17, Passeriformes.

offree energy that can be dissipated, to reduce the entropy that accompa-
nies the search for the free energy. Thus, cognition is both the result and
the cause of increasing the rate of free-energy dissipation, which makes
life a natural phenomenon in a universe subject to the second law of
thermodynamics. A consistent attempt to analyze biological phenoma
from the cognitive point of view, which has been named cognitive biology
(Kov6d, 1986), is thus a logical outgrowth of bioenenergetics.

In this view, achievements of human cognition are logical extensions of
the universal evolutionary tendency. The advent of recombinant DNA
technology, artificial translocations and recombinations of genes, con-
struction of fused proteins, and preparation of synthetic genes signifies an
enormous increase in the rate of evolution, but also, by necessity, in the
rate of dissipation of free energy.

IV. How Engines Are Assembled

A. PRorBtN FoI-otuc

The primary sequence of a protein will be considercd hcrc its a mcrc
blueprint  obtained by copying thc or iginal  dcsign imprintcd in thc gcnc. l l

OVERVIEW 357

is the successive formation of secondary and higher order structures as
well as the correct installation of products in the cell factory that will be
treated as the process of construction of protein engines.

Since the classical studies of Anfinsen (1973) on ribonuclease, two prin-
ciples have been generally accepted: that the information needed to spec-
ify the native three-dimensional structure of a protein is contained in its
amino acid sequence, and that the folding of the unfolded polypeptide
chain into the proper native conformation is a spontaneous process driven
by a decrease of free energy. The prevailing view is that the folding is a
kinetically controlled multistep process (Anfinsen and Scheraga, 19751'
Jaenicke, 1980; Richardson, 1981 ; Scheraga, 1984).

In the first step, fluctuating nucleation centers, consisting of short seg-
ments of a helices, B sheets, and B bends, are formed as a result of short-
range interactions. The nucleation centers are not stationary; they form
and disintegrate, and they are distributed along the entire peptide chain.
Subsequently, the transient secondary structures associate to form super-
secondary structures (folding units) under the influence of medium inter-
actions. In the third step, readjustments are made to achieve the final
tertiary structure. During this step, areas of secondary structure formed
originally may disappear (Kolaskar and Ramabrahman, 1984).

Privalov (1985) has assumed that the substructures which are formed as
kinetically relatively stable intermediates in the folding process corre-
spond to those structures which, in the evolutionary past, existed inde-
pendently as small ancestral peptides and were used in varying combina-
tions as construction blocks for elaborating larger proteins. Hence, the
contemporary proteins inherited from their ancestors their technology of
folding and, in the process of folding, "recapitulate" their own phylog-
eny. In Privalov's expression, this is Haeckel's law at the molecular level.

Incidentally, organic chemists, attempting the synthesis of artificial
proteins, also try to learn from evolution and to reach their goals by
recapitulating protein evolution in their laboratories (Mutter, 1985).

It is probably in this feature of protein folding that molecular machines
the least resemble macroscopic machines. The latter can be assembled by
processes involving only the sequential addition of components. The
completed assembly can be dismantled by removing one component after
another in the reverse order to which they were assembled. In contrast,
the early steps in protein folding involve apparently the entire chain, and
the final product is achieved via rearrangements of the intermediary struc-
tures late in the pathway. The final product, native protein or a protein
domain, represents a cooperative unit which only falls apart in an all-or-
none manner. as a f i rst-order transi t ion.

Thc dist incl ion may nol bc as str ict ,  at  least not in the assembly pro-
ccss. i l 'wc considcr protcin l i r ld ing i rs i t  lakcs placc nol in the laboratory,
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but in the cell. Unfortunately, data on protein folding in uiuo are scarce
and not easy to obtain. An analysis of the folding of nascent protein was
published by Spirin (1984). The synthesis of a protein on a ribosome is
sequential, starting from the NHz terminus. In the process of elongation,
the growing COOH terminus is covalently fixed in the peptidyltransferase
center, while the NH2 terminus is free. Spirin hypothesized that the pepti-
dyltransferase center already generates a helix conformation of the nas-
cent peptide, probably an a helix. The sequence of the first 30-40 amino
acids from the NHz terminus is buried in the ribosome and, again, the
ribosome imposes upon it an a-helical conformation. This conformation
would allow a smooth sliding of the peptide in the channel of the ribo-
some.

Once the peptide is longer than 30-40 amino acid residues, it gets off
the ribosome and can fold in a way similar to the way it does in uitro.
However, the initial o helix would already represent a preset nucleation
center, in contrast to folding in solution. In addition, the COOH terminus
of the peptide remains fixed to the ribosome and this in turn may affect the
folding. In any case, the cotranslational folding must be the proper one,
since the growing, incomplete chain of B-galactosidase can be recognized
by antibodies directed against the mature enzyme (Hamlin and Zabin,
1972),and it can also associate with other complete subunits to make a
protein exhibiting B-galactosidase activity (Zipser and Perrin, 1963; Kiho
and Rich. 1964).

We can conclude that cotranslational folding of a nascent polypeptide
may be a less random process than is the folding of the complete polypep-
tide in uitro and may have some features of an orderly, successive pro-
cess. Also, it is evident that, although the folding is prescribed by the
sequence of amino acids, it depends on the environment in which the
folding process takes place. We can speak of "the genotype" and of "the
phenotype" of a protein.

B. INrnncE,r-lur-RR PnorEIN TopocpNests

The protein that has left the assembly line of the ribosome need not be a
finished product. It must be transferred to its proper place in the cell and
there, or during the transfer, be completed into a functional machine. The
synthesis of the protein is followed by intracellular protein topogenesis
(Blobel, 1980). The latter process has been intensively studied since the
mid-1970s and results, as well as speculations, have been revicwcd in a
number of papers (e.9., Wickn er, 1979: Neupert and Schalz. l9tt | : Wick-
ner and Lodish, 1986; Hurt  and van Loon. I9l t6).  Thc var icty ol ' topogcnic

OVERVIEW 359

processes may be a suitable example of an opportunistic evolutionary
tinkering. Yet, some universal principles, outlined below, may underlie
the apparent diversity.

If a protein synthesized on cytosolic ribosomes is not assigned to re-
main in the cytosol, it must carry, in its amino acid sequence, the informa-
tion which determines its next fate. In many nascent proteins, this infor-
mation is represented by a short signal sequence at the NHz terminus
(Watson, 1984). Some proteins do not have the signal sequence at the
NH2 terminus, but internally.

The signal sequence must be recognized and its meaning decoded by a
device which belongs to the compartment to which the particular protein
is assigned. These devices are protein receptors which can be specific for
a single protein or for a group of proteins (Korb and Neupert, 1978;
Walter and Blobel, l98l ; Zwizinski e t al., I 985 ; Yoshid a et al., I 985). The
translation code has not been deciphered yet, and its intricacy is one of
the challenging problems in research on topogenesis.

In addition to its "addressing" function, the signal sequence has an-
other role: it facilitates translocation of the nascent protein across mem-
branes (Wickner, 19791' Yon Heijne, 1986). Studies with synthetic pep-
tides formed by amino acid sequences corresponding to signal sequences
of bacterial (Briggs et al., 1985) and mitochondrial (Roise et al., 1986)
proteins indicated that the physicochemical properties of signal peptides
enable them to interact with artificial lipid membranes. Perturbation of
phospholipid bilayers in membranes may be part of the mechanism by
which the signal sequence translocates attached proteins across the mem-
branes (Roise et al., 1986).

Interaction of the nascent protein with the receptor can be accom-
plished in two different ways. In the first case, the receptor ("signal
recognition particle") freely moves in the cytosol and searches for the
corresponding signal sequence. After finding it, still in a phase when only
part of the nascent protein has been formed, the signal recognition parti-
cle, with the nascent protein attached to it, interacts with a specific pro-
tein ("docking protein") in the membrane into which the nascent protein
is to 'be inserted (Walter and Blobel,  l98l ;Meyer et al . ,  1982).  In the
second case, the receptor is a membrane protein located in the membrane
belonging to the compartment into which the protein is to be placed. The
nascent protein itself searches for its receptor, probably by free diffusion.
However, cytoplasmic components may be instrumental in this (ran-
dom?) search (Miura et al., 1983; Argan et al., 1983; Ohta and Schatz,
1984).

After the attachment to the membrane, the nascent protein translocates
across thc mcmbranc. I t  is not yct known whether the translocat ion is
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freely, through lipid mediated by a protein translocator, or through a
proteinaceous pore. Additional topogenic signals may exist which decide
whether the protein will cross the membrane entirely, be embedded in it,
or anchored to the membrane at its NH2 or COOH terminus (Blobel,
1980). It has been assumed that these signals are inscribed as some spe-
cific amino acid sequences. It is, however, also possible that, except for
the signal sequence, other topogenic sequences do not exist and it is the
thermodynamics of the folding of a protein in the membrane that deter-
mines its final fate (Engelman and Steitz, l98l; Rapoport, 1985; Wickner
and Lodish. 1986).

Approaching the end of the topogenic process, the NH2-terminal signal
sequence can be split off by a specific protease in most cases, but the
signal sequence can also be left permanently attached to the final product
(Hurt and van Loon, 1986). Posttranslational chemical modifications of
proteins are accomplished either en route to or at their flnal location.

A provoking bioenergetic problem, largely unresolved, is the energetics
of topogenesis (Koviid, 19721. Copeland et al., 1984).In most cases, but
not always, energy is required for protein translocation across mem-
branes. If this energy were simply in the form of a phase-specific mem-
brane potential, as indicated by a number of experimental data (e.g.,
Pfanner and Neupert, 1985; Roise el al., 1986) one could envisage that
proteins move electrophoretically across the membrane. The simple elec-
trophoretic model is incompatible with the fact that proteins translocate in
the same direction in bacterial and mitochondrial membranes, although
the membrane potentials have opposite orientations across the two mem-
branes (Bakker and Randall, 1984). In some cases, not the membrane
potential but ATP was identified as the driving force for translocation
(Grossman et al., 1980; Chen and Tai, 1985). The possibility remains that
in the cases in which neither the membrane potential nor ATP is needed
for translocation of a protein, the process may still be energy-requiring
and the energy may be provided by the proper folding of the translocated
chain of the protein itself.

The last statement leads to an essential question that cannot be an-
swered so far: what are the secondary and tertiary structures of nascent
proteins with NHz-terminal signal sequences attached to them (prepro-
teins) before, and in the course of, translocation across membranes? It is
doubtful that preproteins would exist as random coils. According to one
hypothesis (Engelman and Steitz, l98l), during synthesis, the growing
polypeptide chain folds in an aqueous environment to form an antiparallel
pairof helices. The signal peptide forms one of two helices. Thc prccursor
form of the mitochondrial ATP/ADP translocator, which docs not conlitin
a NH2-terminal s ignal sequence, exists in thc cytost l l  in lhc l i l rnt  ol ' i rggrc-
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gates (Zimmerman and Neupert, 1980). The folding into a conformation
favoring the aggregation may be dictated by the water environment of the
cytosol, while the final conformation is assumed in the mitochondrial
membrane and is apparently automatically determined by the thermody-
namics of the membrane environment. Synthetic peptides corresponding
to a signal sequence were found to have little secondary structure in
water, but became partly a-helical in the presence of detergent micelles
simulating the lipid environment of the membrane (Roise et al.,1986).

Methods of genetic engineering, which have already furnished most
valuable data in the field of protein topogenesis (Wolfe et al., 1983;
Si lhavy et al . ,1983; Douglas et a\ . ,1984; Benson et al . ,1985 Yaffe et al . ,
1985; Hurt and van Loon, 1986), will certainly make a major contribution
to the solution of the aforementioned problems. The answer to the last
question would apparently need other approaches.

V. How Engines Are Maintained

A. THe PnosLEM oF MnrNrBNeNce

It is the recurrent idea of this essay that molecular engines, in contrast
to macroscopic engines, are permanently exposed to enormous random
fluctuations. The fact that in the disordered ocean of thermal noise they
can be accurately assembled, maintain stability, and perform precise
functions is one of the greatest miracles of the living world-a miracle
that has not been appreciated enough.

Imagine a factory in which, besides workers engaged in the construc-
tion work, there are a huge number of people who randomly run back and
forth and interfere with the work, and who incessantly pull at the ma-
chines with forces comparable in strength to those which hold the ma-
chines together. Is it not admirable that, in such chaos, the work goes on
smoothly, with great economy and precision?

One of the arrangements which counteract the disordering effects of
thermal fluctuations is the cooperativity of biological structures. The
cooperativity of structure both in double-stranded DNA and in proteins
protects the macromolecules from easy denaturation. In addition, as al-
ready discussed (Section II,G), fluctuations which "shake" these mole-
cules from within may be correlated and endowed with functional mean-
ing.

Another arrangement is the unceasing correcting, proofreading activ-
ity. In various processes and at various levels, products that have been
synthcsizcd by thc cnzymc machincry are being chccked ei ther by the
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same machinery or by other devices (e.g., as reviewed by Fersht, 1980;
Ruusala et al.,1982; Englisch et al.,1985). Proofreading not only corrects
errors arising from interfering thermal noise, but also enables a high dis-
crimination between correct and wrong substrates which is far beyond the
precision allowed by differences in equilibrium binding of the two sub-
strates (beyond the "lock-and-key" discrimination). Proofreading assures
a low error rate of DNA replication, aminoacylation of tRNAs, codon-
anticodon recognition, peptide formation (Fig. 6).

But even the continual correcting activity cannot entirely prevent for-
mation of defective products. Neither can it prevent the functional prod-
ucts from being worn out. Protein machines, being cooperative struc-
tures, differ from macroscopic machines in one important characteristic:
in a macroscopic machine, a breakdown of a single component, a loss of a
single screw, may put the machine out of operation and the machine can
be restored by replacing the broken or missing part. A protein, however,
once assembled represents a single unit. A functional derangement can
therefore only be repaired by removing the broken machine and replacing
it by a new one. This is probably why there exists continual proteolysis
and turnover of cell constituents.

B. Pnore,olysrs AND TunNovpn

The fact that the significance of proteolysis in the construction work of
cells has not been sufficiently recognized may be one of the reasons why
less is known of intracellular protein degradation than of intracellular
protein synthesis and assembly (e.9., see Herschko and Ciechanover,

Tro nscri pl on

Co6n-ontcodon
recog nr l ro  n
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1982; Wheatley, 1984; Mayer and Doherty, 1986 for reviews). The pro-
teolytic apparatus can be seen as an intracellular "sanitation system"
(Goldberg and Dice, 1974) or "surveillance machinery," a kind of "intra-
cellular police" that suppresses any defective products and any deviation
from the norm.

A system degrading abnormal proteins in bacteria is probably the best
known (Goldberg and Goff, 1985) of these. A similar system seems to
exist in mitochondria (Rapoport et al., 1982; Desaultels and Goldberg,
1982a) and chloroplasts (Schmidt and Mishbind, 1983; Matto et al.,1984;
Malek et al., 1984). In these organelles, where protein engines generally
consist of several subunits which may be synthesized in different cell
compartments, the proteolytic system apparently ensures the balance be-
tween the products of organelle and nuclear genomes by degrading excess
polypeptides (Luzikov, 1980; Desaultels and Goldberg, 1982b). An inter-
esting hypothesis has been put forward which states that intramitochon-
drial proteolysis represents a selection device by which "superfluous"
components, inappropriately synthesized or assembled, are continually
broken down (Luzikov, 1980; Luzikov et al., 1983). ldle, nonworking,
though correctly assembled, mitochondrial functional units were sup-
posed to be eliminated in a similar way. The hypothesis presupposes (and
some experimental data support it) that working molecular engines are
less susceptible to proteolysis than are the idle ones.

How does the proteolytic surveillance system distinguish between the
proper and "wrong" protein? This is stil l a puzzle, one of the most pro-
voking in biology. No intracellular analogy of the immune system is feasi-
ble.

Correlations between the general physicochemical properties of pro-
teins (such as global size, isoelectric point, charge, hydrophobicity, dena-
turability) and the susceptibility to degradation have been searched for
and asserted to be found. Such claims have been largely refuted and, as
stated by Mayer and Doherty (1986), such correlations seem inherently
unlikely. It is possible that a protein need only be tagged by a short
sequence to be either protected (e.g., preproteins tagged with the signal
sequence) or (as in the ubiquitin proteolytic system-see Herschko and
Ciechanover, 1982; Ciechanover et al., 1984) exposed to proteolysis.
This, however, would not obviate the necessity to recognize the protein
properly before its tagging.

ls such a recognition necessary? Wheatley (1984) expressed a view that
the intracellular basic proteolytic system destroys proteins randomly,
without distinguishing young from old, aberrant from normal. In his opin-
ion. twg t i rctsrs arc rclcvant:  ( l )  the accessibi l i ty of  proteinases to the
pcpl idc honrls ol ' i r  prolcin.  which is detcrmincd by i ts conformation and,
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hence, in the end by its primary sequence; and (2) the frequency with
which the existing proteins move in and out of protected sites or confor-
mations in their associations with other molecules. A protein that cannot
find its proper way or its "partner" protein is degraded, while a protein
which assumes its role as soon as possible is largely protected.

A consequence of such a policy is almost incredible and, yet, experi-
mentally substantiated: to go from one unit size to two units, HeLa cells
synthesize more than twice as much protein as is retained (Wheatley,
1984). Half of all the proteins actually synthesized are degraded, and as
much as one-third of the proteolysis is directed at nascent proteins. When
the cells cease to grow, proteolysis continues and protein synthesis has to
carry on to counterbalance the degradation. Wheatley supposes that the
situation in microorganisms may not be much different and that protein
turnover in microorganisms, which was studied mainly in the 1950s, was
grossly underestimated. This need not be the case: microorganisms may
be able to afford "wrong" proteins, in that they lose them anyhow in the
rush of rapid growth.

From a purely energetic point of view continual proteolysis seems like
an enormous waste of energy, since protein synthesis is a very costly
process. This is all the more true in that intracellecular proteolytic pro-
cesses are themselves ATP-requiring (Goldberg and Dice, 1974;
Herschko and Ciechanover, 1982; Mayer and Doherty, 1986). Admitting
that complete proteolytic degradation is the only way to "repair" defec-
tive protein engines, why should correct products be degraded as well? If
protein turnover assures metabolic flexibility, one would wonder why
evolution has not invented a less expensive mechanism for this purpose.

Yet, the reason may be a principal one involving the "cognitive limits"
of molecular machines, discussed in a previous section (II,C). Any actual
recognition at the molecular level would be so expensive in terms of
energy that, unless "paid for" in evolution and firmly fixed, it could only
rarely be afforded by the cells. This implies that even labeling by ubi-
quitin, which sorts out a protein for degradation, may not be based on
recognition but only on the statistical accessibility of the protein.

C. ENs,Rcv Cosrs op MnrNrr,NANCE

The energy costs of other, less drastic, correcting and maintaining pro-
cesses are certainly lower than those of proteolysis, but their valucs undcr
in uiuo conditions cannot be assessed at present (Yamanc and Hopficld,
1977; Mulvey and Fersht,  1977: Savageau and Fretcr,  1979).  l ' rool ' rc irding
mechanisms general ly rcquirc concl i t ions l i r r  l l 'ont cclrr i l ibr i rrnr l r r t t l  i r t 'c
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thus accompanied by dissipation of free energy (Hopfield, 1974; Ninio,
1975; Ehrenberg and Kurland, 1984). For instance,270 molecules of ATP
are hydrolyzed before one molecule of Val-tRNAu' (of .8. coli) is formed,
and even the formation of the cognate Ile-tRNArr" requires 1.5 ATP mole-
cules (Englisch et al., 1985). This, however, provides no hint of how much
energy would be spent in uiuo. At the limit, infinite accuracy would re-
quire infinite amounts of energy (Fersht, 1984; Englisch et al., 1985).

Theoretical and experimental analysis indicates that, in wild-type bac-
teria, the costs of errors and accuracy are optimized and determined by
growth rates (Ehrenberg and Kurland, 1984). Mutants can be prepared
exhibiting greater accuracy of protein translation on ribosomes, but the
high energetic cost of the excessive "pedantry" is reflected in lower
growth rates, so that the mutants experience an "accuracy catastrophe".
The analysis also indicates that ribosomes themselves, consisting (in bac-
teria) of l0a amino acids, cannot escape errors in their own construction
that affect their actual performance. The corollary, which can be general-
ized (and has been, in fact, implicit all through the present essay) is that
"the devices of a cell are ensembles with performance characteristics that
are distributed, and it is not just the means, but also the variance of the
distributions that are optimized during evolution" (Ehrenberg and
Kurland, 1984).

It may be expected that some guesses about energy costs can be de-
rived from measurements of energy investments into the synthesis of
biomass and from growth yields. About 60% of the enthalpy of nutrients
has been generally found to be conserved in the biomass of growing cells,
indicating that the rest may have been dissipated during processes provid-
ing no useful work (Payne, 1970). In the past, it was calculated that 30-36
mmol ATP are needed for synthesis of I g (dry weight) of cells (Gunsalus
and Shuster, l96l; Forrest and Walker, l97l), whereas, experimentally, a
value of 95.2 mmol ATP was generally measured (Beauchop and Elsden,
1960). For some time, the latter value was considered as almost a biologi-
cal constant and the comparison of the two values indicated that two-
thirds of the ATP generated in growing cells was used for processes other
than synthesis of cell materials.

Unfortunately, subsequent theoretical and experimental studies (e.g.,
reviewed by Stouthamer and Bettenhaussen, 1973; Stouthamer, 19791.
Thauer et al., 1977) on growth yields have blurred the simple picture, as
did the analysis of the thermodynamic efficiencies of energy transforma-
tion in growing microorganisms discussed briefly in a previous section
(llI,D). An interesting statement to the effect that in growing yeast as
much as 75-85%' of the total energy requirement is used for the "develop-
mcnt ol 'ccl lu l i r r  orgirniz l l ion" (Oura. 1973) would need a novcl thcoret i -
c i r l  s t tbs l i rn l  i i r t  io r r .
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lt is not known how much energy is required for other "construction
works" which have not been considered in theoretical calculations of
maximal growth yield, such as energy required for regulating the topology
of DNA, for intracellular transport of mRNAs, proteins, and lipids, for
the cytoskeleton, for metabolic regulation (e.g., by using futile cycles). It
is also possible that many cellular structures are dissipative structures
(Prigogine, 1980), depending on continual dissipation of energy. This may
hold for spatial two-dimensional patterns in membranes, which have not
hitherto been considered much, and which may be of major importance in
morphogenesis.

In conclusion, the bioenergetic aspects of proofreading and mainte-
nance processes represent an underdeveloped area of bioenergetics. It is
probably not far-fetched to expect that research in this area will bring
exciting new discoveries. It encompasses the important problem of the
energy costs of recognition and information processing by molecular ma-
chines.

VI. Future Prospects: Bioenergetics beyond
Chemistry, Genetics, and Physics

Jacob's idea of "evolution as tinkering" (Section III,A) applies not
only to biological evolution. The evolution of science is also essentially
tinkering. Scientists in their laboratories are tinkerers: they use the chem-
icals, machines, and above all the ideas they have at their disposal to
construct new ideas, as hypotheses and as interpretations oftheir experi-
mental data. But, in a sense, scientists themselves are but pieces of mate-
rial which the evolution of science finds useful in its tinkering activity. If
biological evolution has no prescribed goal, the evolution of science, as
long as it is conceived as a suprahuman activity, may also have no pre-
scribed goal.

In any case, this activity is generated by the latest evolutionary acquisi-
tion, the human brain: that "bipartite" brain of Mclean (1949), the one
part of which-the newer one, the neocortex-directs our intellectual
and cognitive functions, but would be idle, like a computer disconnected
from the power, if not driven by the ancient part, the "visceral brain,"
which governs our emotions. Apparently, the two parts have not been
hierarchized or coordinated completely. The human brain appears to Ja-
cob (1981) to be a typical product of evolutionary tinkering, a sort of
installation of ajet engine on an ancient horse cart. As Jacob (1981) put it,
accidents should occur with little surprise using such an arrangement.

It may be revealing, but it is also becoming more and more mandatory,
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to pause for a while in the rush of our ultracentrifuges and scintillation
counters-to pause with a question: what is this for? How is this rele-
vant? And to see for a while the overwhelming problems that face human-
ity. It is not hard to grasp that their solution is tightly linked to the
understanding of human behavior and of social structures and dynamics.

There is no reason why bioenergetics should not endeavor, once we
will have understood the least details of molecular engines, to approach
these problems. The notions of energy and entropy are the most basic
notions of the entire living world, from molecules to societies.

We have to take the lesson of evolution with the greatest care. We soon
may become its principal tinkerers.
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